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To develop a molecular mechanics force field for modeling complexes of transition metals and organic ligands,
the electrostatic and covalent contributions in the coordination bonds were investigated using quantum
mechanical density functional theory and model complexes of glyoxal diimine andHlsatins of the first

row transition metals. The VDD and Hirshfeld charges are found to be closely correlated with the extent of
the electron transfer between the ligands and the cations. Assuming the electrostatic contribution can be
represented by the atomic partial charges, the covalent contributions in the coordination bonds are estimated
to be in a range of 5492% for the systems calculated. A simple force field was parametrized to validate the
partial charge representation.

1. Introduction analyses it is clear that the coordination bonds are formed by

. » orbital overlaps and electron donations between the ligands and
The force field development for transition metal complexes yansition metals. Therefore, it is reasonable to assume the

has lagged significantly behind that for organic molecules or ¢, gination bonds can be represented by a combination of
metal oxides. The challenges arise from the complex.lty of the -,valent and ionic contributioris The challenge is, conse-
electron structures that are often open shells and are |nf|uencedquem|y how to divide the contributions to the two categories.
by multiple factors sugh as spin multiplic_ities,_relativistic ef_fect_s, As the first step toward developing an accurate force field for
and electron correlations. Large variations in the coordination {0 «ition metals complexes, we seek a way to represent the

bond lengths and angles exist for the same atom types. It iS¢qqrdination bonds using both covalent and electrostatic com-
difficult to accurately represent the diversified interaction ponents in this work.

profiles using simple functional forms. Due to its great . .
! . . S ; - For this purpose, a group of transition metal complexes
importance in potential applications, force fields for transition - . - .

consisting of the first-row transition metaH2 cations and

metal complexes have been proposed by several researchI oxal diimine ligands, [M(glyoxaldiimine]?+, were analyzed
groupst—® However, the success of these force fields has been 2 9 IV el Y

limited by their accuracy and applicability for t_h_eir electr(_)nic_ structures and potential energy surfaces. In
) o addition to their simplicity, these model compounds represent
Most of the force fields for transition metal complexes iy coordinated octahedral complexes which are important
reported in the literature are baseq on oné of two motdeis. moieties in polypyridine ligands found in many applications such
one of the approaches the coordination bonds are treated asq grificial photosyntheskxonor sensitizeracceptor array® 14
covalent bondsthe connectivity of each atom is known and

. X X . e membrane-bountf; 16 intrazeoliticl” polymerici® DNA-
fixed prior to and during the calculations. By adjusting the force intercalatingi®22 or interacting with monoclonal antibodiés.

field parameters, one can predict the structures of the complexesa ¢qce field developed for these model compounds can be
with reasonable success. However, this model lacks information useful for these research fields.

about the energetic changes of bond dissociation and formation.
An alternative approach is to treat the interactions between the
transition metal and ligands as nonbond interactions which 2. Method

consist of the electrostatic (Columbic) and van der Waals  The compounds are in thBs symmetry as illustrated in

(VDW) energy terms. In this approach, the transition metal pigyre 1. There are six equivalent coordination bonds between

atoms are usually treated as ions bearing formal charges, angne nitrogen atoms of the ligands and the transition metal cation
the VDW energy terms are used as balance forces to fit the 5t the center of the complex.

flzructura(lj_an? en(te)rg%tlc dat%_Of th? (t:)(l)m?_I'exes. In EE'S mogell, Density functional theory (DFT) calculations were performed
€ coordination bonds are diSSociable. HOWever, the MOdelS, i,y the ADF 2005 program packatfed” The Vosko-Wilk —

are too simple to represent the diversified structures of transition Nusair (VWNJ® exchange correlation functional with the

metal complexes accurately. nonlocal Becke exchangfeand Perdew correlation correctihs

~ Ample data show that the meteigand bonds are not purely  ere applied. The TZ2P basis ¥t with frozen core was

ionic even for highly polarized bonds.From molecular orbital  gppjied in the calculations. The relativistic effects were inves-

tigated by using the zero-order regular approximation (ZORA)
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= Shanghai Jiao Tong University. The structures of the model compounds were optimized with
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Figure 1. Structure of the MLz (L = glyoxal diimine) complexes.

be minimum energy states using normal-mode analysis. On theTABLE 1: Number of d-Electrons (Ng), Relative Energies
basis of the optimized structures, the electron structures, charg%f1 'ic_?r'{ moI)I,E and SE'” I\/llulgplllcn:e;s gnf P%Len}\r/;gsl_es)l_of_the
transfers, and energy decompositions were analyzed. The irst Phree ENergy -evels Lalcuiated for the sb=

. X Glyoxal Diimine) Complexes

fragment-based approach was taken in these calculations and

analyses. For the geometry optimizations, each atom was treated N Bo E E
as a fragment. For the subsequent energy and orbital analyses, S¢* 1 0.0 (1N 72.2 (V) 129.8 (VI)
each transition metal cation was defined as a fragment and the  TI”" 2 0.0 (I 5.0 (I) 76.1(V)
cluster of three ligand molecules was defined as another crt 2 8:8 g:}ll)) 12:8 g'/)) ié:i ((\I;')
fragment. _ Mn2* 5 0.0 (I1) 31.9 (IV) 35.3 (V1)
The scheme developed by Ziegler and Ré&dkwas used Fe* 6 0.0 (1) 29.7 (IN) 45.4 (V)
for the energy decomposition analysis. In this approach, the total Cc?* 7 0.0 (I1) 17.2 (V) 67.8 (VI)
interaction energy between two fragments is decomposed into  Ni?* 8 0.0 (1) 21.8(1) 57.9 (V)
three terms: cwt 9 0.0 (I 26.6 (V) 100.4 (V1)
Zn2t 10 0.0 (1) 63.8 (Il 115.8 (V)

AEjy = AEggiat ABpqyi T Ay orbitals are occupied first from 8t to V?2*, yielding the

multiplicity of 2—4, respectively. The next three d-electrons
(from CrP* to F&") are in the low-energy level and the
multiplicities are 3, 2, and 1. From €qg the remaining 4

The AEgstaiis the “rigid” electrostatic interaction energy between
the fragments, which is calculated from the wave functions of
the fragments in separatioEpayiis the Pauli repulsive energy  gecirons are filled into the high-energy level, yielding multi-

(electrons with the same spin cannot occupy the same regionyjicities of 2, 3, 2, and 1, respectively. This pattern indicates
in space) between the fragments. The orbital interaction energy e coordination field induced by the ligands is so strong that
AEo, is the interaction energy of the occupied orbitals on one 1,4 splitting energy is higher than the pairing energy. However,
fragment and unoccupied orbitals on another. it should be noted that alternative spin states are only a few

The Mayer bond order methitiis popular for estimating | .a)/mol higher than the ground state in many of the complexes.
the covalent contributior®§-52 It was used in this work for The most characteristic bond lengths of the optimized

comparison and analysis. To estimate the atomic charges, Weomplexes are given in Figure 2. As the number of the
carried out NBG?~>> Hirshfeld?® Voronoi deformation density  y_ajectrons Kl) increases, the metahitrogen bond (M-N)

(VDD),*" and Mulliker?® population analyses. lengths vary significantly between 1.9 and 2.3 A. The curve
3. Results and Discussion shows an asymmetric V shapi decreases monotonically from
' S (Ng = 1) to Fé* (Ng = 6) and increases from €b(Ng =

3.1. Energies and StructuresThe relative energies of the  7) to Zr*™ (Ng = 10). On the other hand, the bond lengths of
10 complexes in different spin multiplicities (from 1 to 7) are the ligand molecules NC, C—H, and C-C are relatively stable.
listed in Table 1. The lowest energy states obtained can be The bond angles between the ligand nitrogen atoms and the
interpreted using the ligand field theo®y.52 Under theDs cation (N-M—N) are illustrated in Figure 3. The angle in which
symmetry, the third orbitals of the transition metal are splitinto both nitrogen atoms are in the same ligand molecule is denoted
two energy levels in the ligand field. Three orbitals are in lower with a. Three angles are formed with the adjacent nitrogen
energy, and two are in higher energy. The three low-energy atoms in different ligand molecules; one is denotegBhyand
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Figure 2. Optimized bond lengths as functions of the number of o ) ) )

d-electrons in the complexes calculated. The metal cation and nitrogenFigure 4. Binding energies of the cations and the ligands of the

bond lengths change significantly, and intramolecular bond lengths in complexes as calculated by subtracting the total energy of the complexes

the ligand molecules are relative stable. by the corresponding total energies of the ligand clusters and cations.
The relativistic corrections are included for comparison.
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Figure 3. Optimized N~M—N angles as functions of the number of t2 3 4 5 6 7 8 9 1

d-electrons in the complexes calculated. Thengle is defined for
both nitrogen atoms are in the same ligand. Phangles formed as
two nitrogen atoms are in different ligands but in adjacent positions.
They angle is defined as two nitrogen atoms that are in different ligands
and at the opposite positions.

Number of d Electrons

Figure 5. Energy decompositions for the complexes in terms of
electrostatic, Pauli, and orbital contributions.

the coordination bonds; the stability of the corresponding
other two, denoted b,, are identical due to symmetry. Finally, fragments in their isolation states. For example, [Mrggn)
y indicates the angle formed between opposite nitrogen atoms(Ng = 5) has relatively weak binding energy because the
in different ligands. The angles, (1, 82, andy are about 80, corresponding cation M is particularly stable with the half-
100, 100, and 169 respectively, showing distorted octahedral filled d-shell.
structures. Unlike the bond lengths, these angles do not show a The total binding energies are decomposed on the basis of
clear pattern of changes. The values are scattered wittfin 10 the method proposed by Ziegler and R4tk The results are
from its average values. plotted in Figure 5, as the number of d-electrons changes. The
The binding energies of the complexes are plotted in Figure results are generally in line with those reported in the literature.
4. The energies are calculated as the energy differences betweeihe positive Pauli energy is offset by the negative electrostatic
the optimized complexes and the corresponding fragmentsand orbital energies; the total binding energy is about a half of
(cations M+ and the ligands) optimized as isolated molecules. the summation of the later two components. It is of interest to
The binding energies are strong, in the range-800 to—520 note that the magnitudes of these quantities change significantly.
kcal/mol, which correspond to 687 kcal/mol for each of the  Since the electrostatic energy is calculated from the undistorted
coordination bonds. It is of interest to note that these values electron densities of the fragments, it changes in the same pattern
are comparable with the strengths of the double bonds in organicas the M-N bond lengths (in Figure 2).
molecules. The relativistic corrections are also given in the  The orbital energieshAEqp, which measures the interactions
figure. They are in the range of 2:8.7 kcal/mol, which are of occupied orbitals on one fragment and vacant orbitals on
only about 1% of the total binding energies. another, are further partitioned into different irreducible repre-
The binding energy curve does not correlate with the curve sentations A1, A2, and E1 in Figure 6. The energy components
of the coordination bond lengths. Although the most stable in A2 are nearly constant and small, indicating the A2 orbitals
complex [Co(eng?" (Ng = 7) has the shortest NM bond do not contribute significantly into the coordination bonds. An
length, another molecule, [Mn(ef§t (Ng = 5), is clearly off analysis of the electron density of the A2 orbitals of the ligand
the pattern. This is because the binding energy is the energyfragment and the cations reveals that the interaction is sym-
difference between the complex and their corresponding frag- metrically unfavorable. On the other hand, both E1 and Al
ments. The value is determined by two factors: the strength of orbitals are heavily involved in forming the coordination bonds.
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200 “e_Eob ligand orbitals (12E1 and 6Al); as the number of d-electron
100 + - A1 increases, the energy levels of the 3d orbitals decrease and the
—A—A2 energy gaps between the 3d orbitals and the occupied ligand
0 —X-E1 orbitals decreases. As the number of d-electron is greater than
:g -100 7 (Ca"), the 3d orbitals mainly interact with the occupied ligand
3 orbitals.
< -200 The above orbital analysis explains the changes in binding
5_300 energies. In Figure 5, a sudden change in both Pauli repulsion
w

and orbital interaction energies starting from?N{Nq = 8) is
observed. This is correlated with the missing of ttfeor o*
back-donation. The observed coordination bond lengths can also
be understood using the electron configurations. Froft 8
-600 S L Co?*, the bond strength between the metal ion and ligands
vtz 8 4 5 6 7 8 910 gradually increases, through orbital overlap, electron donation,
Number of d Electrons !
Figure 6. Orbital interaction energies decomposed into irreducible and back-donatlon, _and the bqnd lengths of M (_jecreases
representations. monotomcglly. _Startlng f_rom N, t_he pack-dona}tlons stop;;
the 3d orbitals interact with occupied ligand orbitals, resulting
3.2. Orbital Analysis and Charge Distribution. An analysis in antibonding orbitals. Consequently, the bond lengths 6f\M
of the molecular orbitals that contain at least 5% contributions increase.
from both metal and ligand fragments reveals the nature of the  The electron donation and back-donation were quantified by
coordination bonds. The data are given in the Supporting calculating the increments of occupation numbers in the
Information; here we summarize the main results obtained from ynoccupied or partially occupied orbitals of the ligand and metal
this analysis. The 3d, 4s, and 4p orbitals of the metal fragmentsfragments. The results are listed in Table 2. On the metal cations,
are components of the molecular orbitals for the coordination more electrons are gained as the number of d-electrons increases.
bonds. The 3d orbitals are partially occupied except in th€'Zn  Note that the greatest increments are on the 4s and 4p orbitals.
(Ng = 10) complex. The 4s and 4p (4ptp,, and 4p) orbitals The back-donations mainly transfer the electrons from the metal

are unoccupied. These unoccupied or partially occupied orbitals .ations to the ligandr* orbitals (12E1). From the $¢t (Ng =
interact with the occupied orbitals of the ligands, forming normal 1) to CE* (Ng =

o . ; = 7) complexes, the increments are relativel
coordination bonds by donating electrons from the ligands to ) P y

h | cati - ed orbitals of the ligands (12E1 stable in the range 0.85L.20 electrons. However, the back-
the metal cations. Two unoccupied orbitals of the ligan s ( ' donation disappears in the last three complexes. The differences
m*; A6, o*) are involved in the coordination bonds. These

bitals int © with th tiall ed ied 3d between the two types of donations are given in the last column.
g:b:t:; (;r;]et;?ec mvgltal fraegrzzzlltz %lo ?grc;’rpltfaclf Lgrfgtlijgrl]eor A negative value indicates a net back-donation, which is only
- Lo : . _ o
o* back-donation bonds. From Bc(Ng = 1) to Fé* (Ng = 6) significant for the first two cations, 3t (Ng = 1) to Ti#" (Ng

the resultingz* back-donation orbitals are bonding orbitals and 2). ) )
occupied, but the percentage contribution of the ligand (12E1, "€ atomic charges are not physically observables, and
%) orbital is decreasing for the series. From2C¢Ng = 7) to con§equently, there is no objective way to make quantitative
Zn?+ (Ng = 10), the resulting orbital is antibonding in nature. assignments of the atomic charges. For the purpose of the force
For C&* (Ng = 7), it is partially (one electron) occupied. For field development, however, a representation that best describes
the last three cations in the period, this orbital is unoccupied. the physical significance of the systems is required. The
The o* back-donation orbitals are highly localized, indicating calculated partial charges on the metal cations are plotted in
weak back-donation. As the number of d-electron increases, theFigure 7. The values are significantly different among the
3dz orbital gradually interacts with lower energy and occupied different methods. By definition, the Hirshfeld and VDD
(A5 and A4) orbitals on the ligands and th& back-donation analyses are consistent with the orbital analysis given above.
disappears after Cb, similar to the case of ther* back- As the number of d-electron increases, more electrons are
donation. transferred from the ligands to the cations and the cations
Generally, the back-donations are associated with the numberbecome less positively charged, ranging from slightly above
of d-electrons on the metal fragments. With few d-electrons, 2.0 to 1.3 electrons. The NBO charges do not fit this pattern.
the energy levels of the 3d orbitals are close to the unoccupiedAlthough the Mulliken charges display this pattern in general,

-400 2

-500

TABLE 2: Electron Population Increments on Fragment Orbitals That Are Unoccupied or Partially Occupied (3d) from
Isolated Fragments to the M*L3 (L = Glyoxal Diimine) Complexe$

M L

M2+ 4B,y 4P, 4s 3d tot. 7A1 6A2 12E2 tot. net (ML)
set 0.27 0.04 0.12 0.01 0.44 0.01 0.01 0.84 0.86 —0.42
Tiz+ 0.33 0.12 0.13 0.04 0.62 0.01 0.02 1.14 1.17 —0.55
vt 0.35 0.14 0.16 0.21 0.86 0.01 0.02 0.82 0.85 0.01
Cr2* 0.42 0.19 0.15 0.20 0.97 0.01 0.02 1.00 1.03 —0.06
Mn2* 0.46 0.23 0.16 0.27 1.12 0.01 0.03 1.04 1.08 0.04
Fet 0.51 0.26 0.19 0.38 1.34 0.01 0.03 0.80 0.84 0.50
Co** 0.57 0.32 0.23 0.32 1.44 0.01 0.03 1.16 1.20 0.24
Niz* 0.53 0.25 0.36 0.27 141 0.01 0.01 0.20 0.22 1.19
Cuwt 0.57 0.27 0.39 0.40 1.63 0.01 0.01 0.08 0.10 153
Zet 0.52 0.24 0.53 —0.03 1.26 0.01 0.01 0.00 0.02 1.24

aThe last column, (M-L), represents the net charge transfer from the ligands (L) to the catié) @Me to electron donations.
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Figure 10. Atom types of molecules in our force field.

o
% -100 - TABLE 3: Charge Parameters for Atoms in the M2"L 3 (L
< = Glyoxal Diimine) Complexes Based on the Hishfeld
§ 200 Charges
S 2+
w 200 - Hirshfeld \ Mcz+ M N c HN HC
B S 2.016 —0.312 0.068 0.140 0.102
<~ Corrected VDD Tiz+ 2027 -0315 0063 0141  0.106
400 —&— Mulliken & 1.868 —0.297 0.070 0.143 0.107
_a_NBO crt 1.837  —0.290 0.064 0.145 0.108
Mn2*+ 1.785 —0.281 0.061 0.146 0.110
-500 : — Fet 1675  —0.268 0.066 0.147 0.110
1 2 4 5 6 7 8 9 10 Co?t 1.638 —0.263 0.063 0.150 0.111
Number of d Electrons Niz* 1514  -0.256  0.082  0.149  0.107
. N . . . Cuw 1.499 —0.254 0.084 0.149 0.105
Figure 8. Electrostatic binding energies calculated using the partial =~ 52+ 1.547 —0.260 0.085 0.148 0.104
charges obtained by different methods.
aM denotes the metal cations. N, C, HN, and HC are the nitrogen,
100 carbon, and hydrogen bonded to the nitrogen and hydrogen bonded to
e Eint the carbon, respectively.
0 —a— Hishfeld .
—a Corrected VDD TABLE 4: LJ-12 —6 Parameters Used for the Atoms in the
100 | M2*L3 (L = Glyoxal Diimine) Complexe$
3 atom € Io
£ 20¢ c 0.078 3.817
g H(N) 0.010 1.000
B 300 1 H(C) 0.025 2.820
Q N 0.145 3.693
w Sloas 0.019 3.295
-400 1 Tiz* 0.017 3.175
vzt 0.016 3.144
500 1 crt 0.015 3.023
Mn2* 0.013 2.961
Fet 0.013 2.912
-600 ‘ ‘ ‘ ’ ’ } ‘ ‘ Co?* 0.014 2.872
1 2 3 4 5 6 7 8 9 10 Ni2t 0.004 2.834
Number of d Electrons Cuwt 0.005 3.495
Zn?t 0.124 2.763

Figure 9. Valence binding energies as calculated by subtracting the
electrostatic contributions (Figure 8) from the total bonding energies
(Figure 4). The molecular structures are fixed to those optimized using ca
the DFT calculations.

aH(N) and H(C) denote hydrogen atoms bonded to nitrogen and
rbon atoms, respectively.

the charges on the cations (ranging from 0.5 to 1.5 e) are calculated values, as displayed in Figure 8, show the Mulliken

significantly lower than the VDD and Hirshfeld values. charges lead to positive electrostatic energies, indicating the
The electrostatic energies calculated using the partial chargeselectrostatic interactions make the complexes less stable. The

provide another angle to evaluate the charge models. Theenergy curves calculated using the VDD and Hirshfeld charges
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0 the covalence contribution and the Columbic term for the
ASc  —O=Ti electrostatic contribution as follows
100 4 —V  -=xX-Cr
ign :r'\:le B(rj — O)\2 i
0 i _ —B(rj —
% Cu -O-2zn Upond(metatligang) = Al(L —exp =" )" — 1] + . 1)
-200 A i

For all other pair interactions we use LJ-1& and electrostatic

terms:
E\12 E\6 G;G;
Unonbond= D[(I’_) - Z(I’_) ] % 2)
j i j

-300 -

Energy(kcal/mol)

-400 -

-500

To use the force field with common simulation engines, we
applied common functional forms for bond, angle, and dihedral
angle terms of the AMBER force field:

-600 + + t + t t t t t
1.5 1.7 19 21 23 25 27 29 31 33 35

M-N Bond Length (A) _ 2
0] and— Ko(b — b 3
Figure 11. Comparison of symmetric stretch energy curves between porigand)~ K 2 ®)
the DFT results (dots) and the force field models (lines). 5
Uangle= KH(H - 90) (4)
TABLE 5: Morse Parameters Optimized for Each Pair of K,
the Interaction Terms between the Nitrogen and the Cation U, =—"11 4+ cosho — 5
in the M2*L3 (L = Glyoxal Diimine) Complexes dihedral ™ 2 [ 09 = 90l ®)
par A B c This imposes a challenge for representing the angles in which
N-Sc+ 34.649 1-3‘2‘1 3-483 the transition metal atom is the vertexiM—N). Since this
N—T|2+ 40.560 1.527 -303 angle can be in three different ranges (aroung 8@, 90-100,
N—-V 53.439 1.246 2.287 . . .
N—Cr2+ 54.144 1.499 2170 or 1_60_—1_70°, see Figure 3), the gngle function should have
N—Mn2* 52.269 1.618 2.104 multiminima. Limited by the functional forms to be used, we
N—Fe* 67.928 1.502 2.063 utilized the definition of atom types to distinguish the variation
N—CFf: 72.870 1.150 2.132 of the angles. Figure 10 illustrates the definition of the atom
m:’c\!'uﬁ ;gzgg 8'38?’ %ég; types. With different combination of the atom types, the
N—Zn2+ 65.939 0.891 2395 ;\I—I\:I_—N angles can be represented with the simple harmonic
unction.

are similar; both indicate a systematic raise of the electrostatic The VDD and Hirshfeld charge models reflect the extent of
energies (decreasing in the strength) as the number of d-electronshe electron transfer between the metal ions and the ligands.
increases. Both models perform similarly, as illustrated in Figures9;

To estimate the contribution of the covalent components in either one can be used to represent the electrostatic interactions
the coordination bonds, we subtracted the electrostatic energiesvithout changing the physical significance. In this work, we
from the total bonding energies and draw the results in Figure used the Hirshfeld charges in eqs 1 and 2. The ab initio charges
9. We see that at beginning of the series?($¢he covalent were assigned to the transition metal atoms. The values of the
contribution is about half of the total binding energy and carbon and hydrogen atoms in the ligands are calculated by
gradually the covalent contribution increases. For the last threeaveraging over all complexes. With these values fixed, the
cations, the majority in the bonding energies are covalent in atomic charges of the nitrogen atoms in the ligands are
nature. calculated so that the total chargeH2of the complex is

3.3. Force Field Model.To test if the partial charge model  conserved. The atomic charge parameters are listed in Table 3.
can be used in force field representations to describe the The LJ parameters, as listed in Table 4, are taken from the OPLS
transition metal and organic ligand interactions, we made a force field?3-%5for the ligands and from UPE7for the cations.
potential function using the partial charge model. The interaction  With the charge and LJ parameters fixed, the Morse and other
between the transition metal atom and nitrogen atoms of the valence parameters were derived by fitting the DFT energy data.
ligands is represented with two parts: the Morse function for The energy surfaces were sampled by stretching the metal

TABLE 6: Comparison of the N—M—N Angles (in deg) Calculated Using the DFT (QM) and the Force Field (MM)

angle method Se Tizt \VEa Cr2t Mn2+ Fet Co*+ Ni2*+ Ccuwt Zn2*

a QM 71.5 74.2 75 76.7 77.7 78.7 81 76.7 75.5 74.4
MM 70.4 74.5 75.6 77.9 78.7 80.0 83.4 79.3 74.1 77.2
diff 1.1 -0.3 -0.6 —-1.2 -1.0 -1.3 —2.4 —-2.6 1.4 —-2.8

f1 QM 115.6 107.7 104.9 98.2 95.1 97.3 93.5 94.8 95.4 96.8
MM 109.8 101.2 99.7 94.7 94.3 94.8 92.5 94.4 94.6 95.1
diff 5.8 6.5 5.2 35 0.8 25 1.0 04 0.8 1.7

P2 QM 91.2 91.6 92 93.5 94.2 92.7 93 94.9 95.3 95.3
MM 93.3 93.6 93.5 93.6 93.9 93.0 92.2 93.6 96.4 94.5
diff 2.1 —-2.0 -15 -0.1 0.3 -0.3 0.8 1.3 -1.1 0.8

y QM 147.7 156.0 158.8 165.1 168.1 167.1 171.4 167.7 166.5 164.8
MM 151.9 161.5 163.3 169.4 169.3 169.8 173.7 169.6 166.2 167.7

Diff —4.2 —55 —45 —4.3 —-1.2 —2.7 —2.3 -1.9 0.3 —-2.9
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26 errors are found in the high-energy ranges where the bonds are
stretched or compressed. At the minimum energy vicinity, the
agreement is much better. Table 6 lists comparisons of the
2t . coordination bond angles (N\VI—N) between the ab initio and
force field predictions. The force field results agree well with

23 P

g1y the ab initio data. More comparisons of the geometric data are
S 14 | given in Figure 12. Over all, the standard deviations are 0.02
A for the bond lengths, 1°8for the bond angles, and 2.for
147 the dihedral angles. The maximum deviations are 0.07 &, 6.5
08 | and 7.8, respectively.
0-5 L 1 1 L L 1

4. Conclusion
05 08 11 14 17 2 23 26

am(A) Using quantum mechanical DFT methods, we studied the total
energies, binding energies, and molecular structures of model
octahedral coordination complexes of glyoxal diimine ligands
and 2+ cations of the first row transition metal elements. The

o spin states of the most stable electronic structures agree with
y the analysis of crystal field theory. The relativistic effects
calculated are about 1% of the total binding energies. The
structures of the complexes are generally distorted octahedral.
As the number of d-electron increases in the series, the
coordination bond lengths change significantly. The bond angles
Y are relatively stable across the cations.

An analysis of the electron structures of the complexes
indicates that the strength of electron donation from the ligands

50 80 110 140 170 200 to the cations increases as the number of d-electrons of the
QM(Degree) cations increases. The back-donation (botland o types) from
the cations to the ligands are near-constant up to seven
200 d-electrons (C%). For the last three cations (Ni Ci2*, and
Zn?*) the back-donation is minimal. The combined effect is
that increased electron transfer from the ligands to cations as
100 | the number of d-electrons increase.

The atomic partial charges calculated using the VDD and
Hirshfeld methods are consistent with the electron-transfer
[ scheme obtained from the orbital analysis. However, the atomic
partial charges obtained using the Mulliken and NBO methods

200

MM(Degree)
- - —
= ™ ~
o o o

-]
o
T

A
o

150

50 |

MM(Degree)

S0 are not in the same pattern. With the VDD and Hirshfeld charges
100 | the electrostatic contributions in the coordination bonds range
from —220 to —20 kcal/mol, which are about 46% to 8% of
150 the total binding energies.
-200 P— P— A simple force field that uses atomic partial charges for the
200 -150 100 50 O 50 100 150 200 electrostatic and Morse function for the covalence contributions
QM(Degree) was parametrized to test if the partial charge model can be used

Figure 12. Comparison of bond lengths (a, in A), bond angles (b, in for modeling transition metal ligand complexes. For coupling

deg), and dihedral angles (c, in deg) of the complexes predicted usingWith classical force field functions, we found this force field
DFT and the force field. The standard deviations are 0.02 A for the fits the QM data well. This is however the first step toward
bond lengths, 1.8° for bond angles, and 2.1° for dihedral angles. The developing an accurate force field for organic ligand and
maximum deviations are 0.07, 6.5, and 7.5, respectively. transition metal complexes. Many issues need to be considered.

ligand distances. The range of sampling was frem5 to 1.0 Among them, how to represent the complex structures is one

A from the minimum energy distance with an interval of 0.1 ©Of critical problems to be solved. In this work, we used the
A. A total of 145 converged data points were obtained and used d€finitions of different atom types to compromise the inadequacy

to fit the parameters. The optimized Morse parameters are given®! functional forms. This is largely limited by the avalibility of

in Table 5, and other parameters are given in the Supporting S|mul_at|on softv.vare.. Further investigation seeking the best
Information. The well-depth parameters (A) given in Table 5 functional form is being undertaken.

are closely correlated to the strength of the covalence contribu-

tion (see Figure 9). As the number of the d-electrons increases, Acknowledgment. Financial support from the National
the covalence contribution increases. The covalent contribution Science Foundation of China (Grants 20473052, 10676021) and
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A comparison of the bond-stretch energy curves between the2007CB209700) is gratefully acknowledged.

ab initio and force field data is given in Figure 11. For the 145

data points ranging from-195.184 to—524.381 kcal/mol, the Supporting Information Available: Molecular orbitals that

rms deviation is 9.8 kcal/mol. Close examination of the data contain major contributions from the fragment orbitals and the

shows that the errors are correlated with the energy values. Largeorce field parameters derived on the basis of the ab initio
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